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Deep Neural Networks are Everywhere

THE INTERNATIONAL WEEKLY JOURNAL OF SCIENCE
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New Challenges for Hardware Systems

 Performance: High Throughput / Low Latency

 High Energy Efficiency < High Flexibility
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B Focus of Thesis

Eyeriss
Architecture for DNN acceleration optimized for
performance, energy efficiency and flexibility
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Focus of Thesis

Eyeriss
Architecture for DNN acceleration optimized for
performance, energy efficiency and flexibility

Eyeriss v1 [DEIENIEIEEN O 1T TP

Targeting large DNNs with hundreds of filters and
channels

-
RESEARCH LABORATORY 'Vl o000
I I I I I rI—e TTTTTTTTTTTTTTTTTT micm-sly-s%ms technology laboratories
usetts institute of

rrrrr



B Focus of Thesis

Eyeriss
Architecture for DNN acceleration optimized for
performance, energy efficiency and flexibility

Eyeriss v1 [DEIENIEIEEN O 1T TP

Targeting large DNNs with hundreds of filters and
channels

IR Processing Element Utilization

Targeting both large and compact DNNs with
highly varying size and computation
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Key Contributions of Thesis

« DNN Accelerator Architecture Analysis Methodologies
- Dataflow Taxonomy
- Energy Estimation Framework
- Performance Modeling Framework
- Analogy to General-Purpose Architecture

 Eyeriss v1 Architecture
- Energy-Efficient Dataflow
- Flexible Mapping Strategy for High Utilization
- Energy-Efficient and Flexible NoC
- Sparsity: Reduce DRAM Accesses with Feature Map Compression
- Sparsity: Reduce Energy Consumption with Zero-Data Gating
- Prototype Chip Development
- System Demonstration on Prototype Chip

 Eyeriss v2 Architecture
» Flexible Dataflow
« Flexible Hierarchical NoC
« Sparsity: Feature Map and Weight Compression
« Sparsity: Operation Skipping for Higher Performance
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BB What We Will Cover Today

« DNN Accelerator Architecture Analysis Methodologies
- Dataflow Taxonomy

 Eyeriss v1 Architecture
- Energy-Efficient Dataflow
- Flexible Mapping Strategy for High Utilization
- Energy-Efficient and Flexible NoC
- Sparsity: Reduce DRAM Accesses with Feature Map Compression
- Sparsity: Reduce Energy Consumption with Zero-Data Gating
- Prototype Chip Development
- System Demonstration on Prototype Chip

 Eyeriss v2 Architecture

 Flexible Dataflow
 Flexible Hierarchical NoC

-
RESEARCH LABORATORY IV' Leeoo
I I I I I rl-e TTTTTTTTTTTTTTTTTT micro-sly-stems technology laboratories
massachusetts institute of technology

rrrrr



HB Summary of PhD Publications

* Eyeriss v1

— ISCA 2016 (most downloaded from ISCA 2016)
— Micro Top-Picks 2017 (top-12 comp. arch. papers of 2017)
— ISSCC 2016

— JSSC 2017 (most downloaded JSSC paper in 2017)

» Eyeriss v2

— SysML 2018
— Micro 2018 (in submission)

« Survey and Tutorial

— Proceedings of IEEE 2017 (cover article)
— ISCAS 2017
— CICC 2017 (best invited paper)

-
I RESEARCH LABORATORY IV'TL o000
I I I I rLe TTTTTTTTTTTTTTTTTT microsystems technology laboratories
massachusetts institute of technology

rrrrr



Primer on Deep Neural Networks

Deep Neural Network (DNN)

Low-level High-level
Features Features

[1] Tesla
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Primer on Deep Neural Networks

10s — 1000s layers
—— —

Layer Layer % Car

l many layer types to choose from

convec i act I poo. J NoRm
Pl N
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Primer on Deep Neural Networks

10s — 1000s layers
—— —

Layer Layer % Car

l many layer types to choose from

CONV/FC

CONV and FC layers account for
90% to 99% of the computation

[1] Tesla
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High-Dimensional Convolution (CONV/FC)

Input Feature Map (Fmap)
Filter

«— S —

— 70—
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High-Dimensional Convolution (CONV/FC)

Input Fmap
Filter

.

«— S —

— 70—

Element-wise
Multiplication
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High-Dimensional Convolution (CONV/FC)

Input Fmap Output Fmap

an activation

Filter
e |

— 70—

«— S — «— W — < F >

Element-wise Partial Sum (psum)
Multiplication Accumulation
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High-Dimensional Convolution (CONV/FC)

Input Fmap Output Fmap
Filter an activation
! T iy P
T .// Rt
«~—§ — — W — < F >

Sliding Window Processing
(for CONV layers only)
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High-Dimensional Convolution (CONV/FC)

Input Fmap
. P Output Fmap
Filter X o
c”| . t an activation
¥y - : /—2
H
Rl — 1 ® == D e
«— S —>. Y «— W\ — Y € F >

Many Input Channels (C)
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High-Dimensional Convolution (CONV/FC)

Input Fmap
Many
Filters (M) 7 Output Fmap
C.)"' o [ AT — ‘;’
W/ | D | M

TA(
= Y Al gl

«— S — «— W — < F >

®

Many
Output Channels (M)

S
,} /

«— S —
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High-Dimensional Convolution (CONV/FC)

Filters

c’

IT:
111

«— S —

c’|

A Batch of
Input Fmaps (N) A Batch of
Output Fmaps (N)

M7 -

P :

E

11
€ F >

TA/
R
|
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Widely Varying Layer Shapes

AlexNet" Layer Shape Configurations

Layer | Filter Size (R) | # Filters (M) | # Channels (C) | Stride
1 11x11 96 3 4
2 9XH 256 48 1
3 3%3 384 256 1
8 1x1 1000 4096 1
Layer 1 Layer 2 Layer 3 Layer 8
34k weights 307k weights 885k weights 4096k weights
105M MACs* 224M MACs 150M MACs 4M MACs

* Multiply-and-Accumulate

rrrrr

[1] Krizhevsky, NIPS 2012
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Memory Access is the Bottleneck

Memory Read MAC Memory Write

filter weight —— ALU|
fmap activation — |
partial sum — —— updated partial sum
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Memory Access is the Bottleneck

Memory Read MAC Memory Write

L/

Worst Case: all memory R/W are DRAM accesses

« Example: AlexNet has 724M MACs
- 2896M DRAM accesses required
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Leverage Local Memory for Data Reuse

Memory Read MAC Memory Write

R

Extra levels of local memory hierarchy
Smaller, but Faster and more Energy-Efficient
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Types of Data Reuse in a DNN

Convolutional Reuse

CONYV layers only
(sliding window)

Fiter 2P
S
Reuse:
Fmap Activations
Filter Weights
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Types of Data Reuse in a DNN

Convolutional Reuse Fmap Reuse

CONYV layers only CONYV and FC layers
(sliding window)

Filters
Fiter ~MaP ’1 _Fmap
ﬂ |
'>_| . =
= A ¢
2 |-
Reuse: Reuse:
Fmap Activations Fmap Activations

Filter Weights
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Types of Data Reuse in a DNN

Convolutional Reuse Fmap Reuse

CONYV layers only CONYV and FC layers
(sliding window)

Filters
Fiter ~MaP ’1 _Fmap
ﬂ k
>
i L[]
Reuse: Reuse:
Fmap Activations Fmap Activations

Filter Weights

Filter Reuse

CONYV and FC layers
(batch size > 1)

Fmaps

Filter

<_/
S

Reuse:
Filter Weights
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Types of Data Reuse in a DNN

If all data reuse is exploited, DRAM accesses in AlexNet
can be reduced from 2896M to 61M (best case)
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Leverage Parallelism for Higher Performance

Memory Read MAC Memory Write

32)12&
R 2

@ ALU
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Leverage Parallelism for Spatial Data Reuse

Memory Read MAC Memory Write
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Spatial Architecture

Global Buffer (100 — 500 kB)

—

p
-~~-

On-Chip Network (NoC)

 Global Buffer to PE
 PEtoPE

Processing
Element (PE)

0.5-1.0kB

Reg File

Control

microsystems technology laboratories
institute of
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Multi-Level Low-Cost Data Access

Global

Buffer

fetch data to run
a MAC here

ALU

0.5-1.0 kB [lg—>

ALU

NoC: 200 - 1000 PEs [ PE ——

ALU

ALU

100 - 500 kB [N A——

En——

ALU

Normalized Energy Cost’

1x (Reference)
1x

N 200x

* Measured from a commercial 65nm process
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Multi-Level Low-Cost Data Access

A Dataflow is required to maximally exploit data reuse
with the low-cost memory hierarchy and parallelism

ALU

0.5-1.0 kB [lg—>

ALU

NoC: 200 - 1000 PEs [ PE ——

ALU

ALU

100 - 500 kB [N A——

En——

ALU

Normalized Energy Cost’

1x (Reference)
1x

N 200x

* Measured from a commercial 65nm process
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Taxonomy of
Existing Dataflows

« Weight Stationary (WS)
* QOutput Stationary (OS)
 No Local Reuse (NLR)

[Chen, ISCA 2016]
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Weight Stationary (WS)

Global Buffer

Weight

Minimize weight read energy consumption
— maximize convolutional and filter reuse of weights

Examples:

[nn-X (NeuFlow), CVPRW 2014] [Park, ISSCC 2015]
[Origami, GLSVLSI 2015] [Google TPU, ISCA 2017]
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Output Stationary (OS)

Global Buffer

Act _---.- Weight
A A A a
D] [@D] [ 0 e
| P1 | PE

Psum

* Minimize partial sum R/W energy consumption
— maximize local accumulation

 Examples:

[Gupta, ICML 2015] [ShiDianNao, /ISCA 2015]
[ENVISION, /ISSCC 2017] [Thinker, JSSC 2017]
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No Local Reuse (NLR)

Global Buffer

« Use a large global buffer as shared storage
— Reduce DRAM access energy consumption

 Examples:

[DianNao, ASPLOS 2014] [DaDianNao, MICRO 2014]
[Zhang, FPGA 2015]
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Energy-Efficient Dataflow:
Row Stationary (RS)

Maximize reuse at RF

Optimize for overall energy efficiency
instead for only a certain data type

[Chen, ISCA 2016]
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1D Row Convolution in PE

Input Fmap
Filter Output Fmap
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1D Row Convolution in PE

Input Fmap

Filter Partial Sums

*

Reg File

Iy
Iy

,_
,_
-0
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1D Row Convolution in PE

Input Fmap

iter
%

Reg File

Partial Sums
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1D Row Convolution in PE

Input Fmap

Flter
%

Reg File

Partial Sums
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1D Row Convolution in PE

Input Fmap

Flter
*

Reg File

Partial Sums
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1D Row Convolution in PE

Maximize row convolutional reuse in RF
— Keep a filter row and fmap sliding window in RF

Maximize row psum accumulation in RF

Reg File

rrrrr
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2D Convolution in PE Array

PE 1

Row1j Row1
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2D Convolution in PE Array
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2D Convolution in PE Array

T PE 1 T PE 4
Row1y Row1 |M[Row1l Row2

Y PE 2 Y PE5

Row2jy Row2 |M/Row2f Row3

1 PE 3 1 PE 6

Row3{: Row3 |M/Row3{ Row4
-*- = A -*E — E

-
ssssssssssssssss M 'YY )
I I I I I rl-e OF ELECTRONICS AT MIT micro-sl:slt::ms technology laboratories
AT MIT institute of




Row 1
T PE 1

2D Convolution in PE Array

Row 2
T PE 4

Row 3
T PE 7

Row1j Row1

Row1j Row2

Row1j Row3

Y PE 2

Y PE 5

T PE 8

Row2jy Row2

Row2jy Row3

Row2[; Rowd

1 PE 3

1 PE 6

1 PE 9

Row3fy Row3

Row3f Rowd

Row3[; Row5

-*-=

= = -

IT microsystems technology laboratories
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Convolutional Reuse Maximized

PE 1 PE 4 PE 7
Row 1 Row 1 Row 1
PE 2 PE 5 PE 8
Row 2 Row 2 Row 2
PE 3 PE 6 PE 9
Row 3 Row 3 Row 3
Filter rows are reused across PEs horizontally
Uy

microsystems technology laboratories
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Convolutional Reuse Maximized

PE 1 PE 4 PE 7
PE 2 PE 5 PE 8
PE 3 PE 6 PE 9

Fmap rows are reused across PEs diagonally




Maximize 2D Accumulation in PE Array

T PE 1 T PE 4 T PE 7
T PE 2 T PE 5 T PE 8
T PE 3 T PE 6 1 PE 9

Partial sums accumulate across PEs vertically
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Flexibility to Map Multiple Dimensions

PE
Row 1" Row1 |M[Row 1] Row2 |M/Row 1 Row3 |

PE I PE T PE

Row2j Row2 |M/Row2i Row3 |W/Row2{ Rowd |

PE I PE T PE

Row3[ Row3 |fJ[Row3l Row4 |§[Row3f Row5

Multiple fmaps:

Multiple filters:

Multiple channels:

Filter1 & 2 Fmap 1 Psum 1 & 2
[T B J~C 1= T 1

Filter 1 Image 1 Psum

5 I g I I I

icrosystems tecl
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Finding the Optimal Mapping

-- DNN Configurations -

c7’.

— X —>

‘ Optimization

Compiler

Global Buffer

I |
I 1
I |
I |
I 1
I |
! PE PE :
: [Row2Z Rowz |N[Row2l Rows [f[Row2l Rows | |
I I PE I PE I PE |
ALY D4 ALU I [Row3Z Row3 |J[Row3Z Row4 |§[Row3Z Row5 || 1
I |
I |
I 1
I |
I |
I 1
I |
I |
I 1
I |

- -
- -
-- -
- - al .
- -
- -
- -
- -
- -
- - -

+++
HHRE

Filter 1 Fmap 1 &2 Psum 1 & 2
Multiple fmaps: [T« I -
Filter1 & 2 Fmap 1 Psum 1 & 2
Multiple filters: [ TEITI + (N - (RN

Filter 1 Image 1 Psum

Multiple channels: [T (M - [
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Datafilow
Simulation Results

Same total hardware area
256 PEs

« 16b AlexNet Configuration
Batch size = 16

rrrrr
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Dataflow Comparison: CONV Layers

2

m ALU
RF
Normalized
Energy/MAC " NoC
W GBuff
® DRAM

S, 0SSz OSc
DNN Dataflows

RS uses 1.4x — 2.5x lower energy than other dataflows ‘
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Dataflow Comparison: CONV Layers

B psums

Normalized W weights
Energy/MAC X
I W acts

S, 0SSz OSc
DNN Dataflows

RS optimizes for the best overall energy efficiency
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Eyeriss v1 Architecture

 Optimizes Data Reuse with RS dataflow
 Improves PE Utilization with flexible mappings

« Reduces Processing Power & DRAM Traffic
with data sparsity

[Chen, ISSCC 2016, JSSC 2017]
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Eyeriss v1 Architecture for RS Dataflow

Link Clock ' Core Clock

!

Filter

Comp

Input Fmap
Decomp

OUtpUt Fmap 108KB M
ReLU '

12x14 PE Array

Filter
r.‘rrl,
Buffer L— -

oo [

64 bits

Off-Chip DRAM
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Flexibility Required for Mapping

12x14 PE Array

\
RS Dataflow N
Mapping Patterns

PE PE PE
(IR [ SR o | IR | mRowi20 |l IRGw [ MuRowaw |
F N F N F N

PE PE PE
(Row2Z Row2 |M/Row2Z Row3 |M/Row2F Row4 |
r N F N -

PE PE PE
(Row3Z Row3 |M/Row3Z Rows |MRow3Z Rows | ,’ Psum

How to map different shapes with a fixed-size PE array?
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Flexible Mapping Strategy

Replication

13
AlexNet CHF - O
Layer 3-5 3IS:E: "5
oo -

Physical PE Array
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B3 Flexible Mapping Strategy

Replication
13

AlexNet I
O

Layer 3-5 3

SIE:I

Physical PE Array

:

AlexNet

Folding

Physical PE Array
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Multicast Network for Data Delivery

12x14 PE Array

Supports any delivery pattern & saves
over 80% energy compared to broadcast

i s technology laboratories
institute of
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Exploit Data Sparsity

« Save 45% PE power with Zero-Gating Logic
No R/IW No Switching

-
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Exploit Data Sparsity

« Save 45% PE power with Zero-Gating Logic
No R/IW No Switching

Enable

* Reduce off-chip DRAM traffic with compression
1.2x

6 1.4% 4 7%
Uncompressed
:clt»:gls 4 1 9x fmaps + weights
(MB) 2 RLE compressed
0 fmaps + weights
1

AIexNet CONV Layer
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B Eyeriss v1 Chip Measurement Results

Fblcated in a 65nm process AlexNet CONV |_a¥ers

e A

< Frame Rate “* Power

Spatial Ar 50 500

g * 400
B

| S %30 o
| O (o'
o

-5 ; 20 200
i

o 100

| 0 0
M 08 0.9 1 11 1.2

<€ “ | 7 > Core Supply Voltage (V)

Power (mW)

To execute 2.66 GMACs (16GB inputs and 5.4GB outputs),
only accesses 208.5MB GBuff and 15.4MB DRAM
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Comparison to a Mobile GPU

Eyeriss v1 NVIDIA TK1 (Jetson Kit)
Technology 65nm 28nm
Clock Rate 200MHz 852MHZz
# Multipliers 168 192
On-Chip Storage Buffel.’: 108KB Shared .M.em: 64KB
Spad: 75.3KB Reg File: 256KB
Word Bit-Width 16b Fixed 32b Float
Throughput! 34.7 fps 68 fps
Measured Power 278 mW |dle/Active?: 3.7W/10.2W
Energy Efficiency 124.8 image/J 10.5 image/J
DRAM Bandwidth 127 MB/s 1120 MB/s 3

1. AlexNet CONV Layers Only
2. Board Power
3. Modeled from [Tan, SC 2011]

10x higher energy efficiency

nnnnnnnnnnnnnnnn



B Demo of Image Classification on Eyeriss

View History Bookmark People Window Help

) T Eyarion Carte Do
186217432

= Apes G Mas U Google [l s Gy Beseweh [ Coune Ly Cicus M Soctal Wl Tecn [ Lie

[ISSCC 2016] Paper 14.5: Eyeriss Caffe Demo

Yu-Msin Chen’', Tushar Krishna', Joel Emer’ ?, Vivienne Sze'

Massa atts institute of Technology NVIDIA

This demo shows Caffe running with the MIT Eyeriss chip for Image Classification

W
P
Pl
4

-~
e

Jetson TK1 VC707 + Eyeriss

1. System Setup 2. Eyeriss Die Photo

v

“Bh PE=

Classification

Or upioad an image
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Eyeriss v1: Summary of Contributions

Dataflow Taxonomy

3 major categories
of DNN dataflow
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B Eyeriss v1: Summary of Contributions

Dataflow Taxonomy Row-Stationary (RS) Dataflow

3 major categories 1.4 — 2.5% more energy efficient
of DNN dataflow than existing DNN dataflows
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B Eyeriss v1: Summary of Contributions

Dataflow Taxonomy Row-Stationary (RS) Dataflow

3 major categories 1.4 — 2.5% more energy efficient
of DNN dataflow than existing DNN dataflows

Eyeriss v1 Architecture Energy Efficiency

Optimizes data reuse with RS dataflow ({3 3)
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Eyeriss v1: Summary of Contributions

Dataflow Taxonomy Row-Stationary (RS) Dataflow

3 major categories 1.4 — 2.5% more energy efficient
of DNN dataflow than existing DNN dataflows

Eyeriss v1 Architecture Energy Efficiency

Optimizes data reuse with RS dataflow ({3 3)
Saves 45% PE power & up to 1.9%x DRAM traffic with sparsity ([3)
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Eyeriss v1: Summary of Contributions

Dataflow Taxonomy Row-Stationary (RS) Dataflow

3 major categories 1.4 — 2.5% more energy efficient
of DNN dataflow than existing DNN dataflows

Eyeriss v1 Architecture Energy Efficiency

Optimizes data reuse with RS dataflow ({3 3)
Saves 45% PE power & up to 1.9%x DRAM traffic with sparsity ([3)
Improves PE utilization with flexible mapping strategy (@ [3)
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Eyeriss v1: Summary of Contributions

Dataflow Taxonomy Row-Stationary (RS) Dataflow

3 major categories 1.4 — 2.5% more energy efficient
of DNN dataflow than existing DNN dataflows

Eyeriss v1 Architecture Energy Efficiency

« Optimizes data reuse with RS dataflow ([g (3)
« Saves 45% PE power & up to 1.9x DRAM traffic with sparsity ([3)
- Improves PE utilization with flexible mapping strategy (I3 [3)

« Supports any delivery patterns with multicast NoC while saving
over 80% energy compared to broadcast ([g [3)
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Eyeriss v1: Summary of Contributions

Dataflow Taxonomy Row-Stationary (RS) Dataflow

3 major categories 1.4 — 2.5% more energy efficient
of DNN dataflow than existing DNN dataflows

Eyeriss v1 Architecture Energy Efficiency

* 10x more energy-efficient than a mobile GPU!

 Demonstrated an image classification system
with the Eyeriss v1 chip

-
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Survey on Efficient Processing of DNNs

Hardware Architectures for
Deep Neural Networks

ISCA Tutorial
June 24, 2017

Website: http://eyeriss.mit.edu/tutorial.html

NVIDIA.

http://eyeriss.mit.edu/tutorial.html

Proceedings ' IEEE

Efficient Processing of Deep
Neural Networks: A Tutorial and Survey

V. Sze, Y.-H. Chen,
T.-J. Yang, J. Emer,
“Efficient Processing of
Deep Neural Networks:
A Tutorial and Survey,”
Proceedings of the IEEE,
Dec. 2017

ired Power and RF Components

<$IEEE

We identified various limitations to existing approaches
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DNNs are Becoming More Compact!

Filter Decomposition

Bottleneck Layer

c’
il 1
R _ A * CF
} | 11
«— S — «— § — 1
Year | Accuracy” | # Layers | # Weights | # MACs
AlexNet 2012 80.4% 8 61M 724M
MobileNet'" | 2017 89.5% 28 4M 569M

* ImageNet Classification Top-5

rrrrr

[1] Howard, arXiv 2017
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Data Reuse Going Against Our Favor

104§

Data Reuse 1 5|
(MAC/data) '°

10°

[1] Szegedy, arXiv 2014

10°

10"

Amount of Input Fmap Reuse

median value

XX
x)(/
X

+
R
% E :hi H O+ VN
X + AMAAA
+
Lt N
+-|+_|__I_I__|_#I-:E_+I+ M
i 7AYN
H
+ +
VN
A
AlexNet GoogLeNet'"  MobileNet
(2012) (2014) (2017)
rle Baasio
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How Does Reuse Affect Performance?

Example: reuse the same Weight with different Inputs

11 2 13 14
y 4 ¥ ¥
PE| |PE| [PE] [ PE
t f _f 7
W1
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How Does Reuse Affect Performance?

If weight reuse is low, performance will go down!

Case 1: Dataflow not flexible enough

11 12 Idle PEs

¥ ¥ ——

PE| | PE || PE| | PE

T £ Il-_'h__-_i__
W1

1
i
1
/
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How Does Reuse Affect Performance?

If weight reuse is low, performance will go down!

Case 2: Insufficient NoC bandwidth

11 12 11 12

PE PE PE PE
W1 TW1
1
W1 W1
QI iy MILO®S o e
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B3 A More Flexible Mapping Strategy

- Dataflow: always keep as many PEs busy as possible

 NoC: adapt to the bandwidth and reuse requirements

4 Inputs
S S A
PE| |PE]| |PE| | PE
T T T T

2 Inputs
I |
2 b ¥ v
PE| [PE] [PE] [PE

1 Weight

2 Weights

1 Input
|
¥ 2 2 ¥
PE| |PE]| |PE| | PE
Tt 1t 1
4 Weights

rrrrr
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A More Flexible Mapping Strategy

- Dataflow: always keep as many PEs busy as possible

 NoC: adapt to the bandwidth and reuse requirements

4 Data Delivery Patterns

Unicast Interleaved Multicast

Y T

PE| [PE] [PE] [PE PE| [PE] [PE] [PE PE| [PE] [PE] [PE

W

Broadcast

T+ _F Tt 3 TTT I I

-
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Delivery of Input Fmaps (RS)

Horizontal —— AlexNet Vertical

unicast unicast

broadcast

multicast

multicast
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Delivery of Input Fmaps (RS)

Horizontal —— AlexNet

broadcast unicast

multicast

multicast

Vertical

unicast

Horizontal — MobileNet —— Vertical

broadcast
multicast

unicast .
multicast

unicast

i rle K3
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B Eyeriss v2: Design Goals

« Supports a wide range of data reuse

Low Reuse High Reuse
—
Reduce Idle PEs Dataflow Exploits Reuse
Provide High BW NoC Exploits Reuse

[Chen, submitted to Micro 2018]
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DNNs are Becoming More Compact!

Network Pruning

before pruning after pruning

pruning
synapses

-——>

pruning .
neurons

Year | Accuracy” | # Layers | # Weights | # MACs
AlexNet 2012 80.4% 8 61M 724M
AlexNet " 57M 58M
(pruned) 2017 79.6% 8 (non-zero) (non-zero)

* ImageNet Classification Top-5

[1] Yang, CVPR 2017
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B3 Eyeriss v2: Design Goals

« Supports a wide range of data reuse

Low Reuse High Reuse
—
Reduce Idle PEs Dataflow Exploits Reuse
Provide High BW NoC Exploits Reuse

« Supports a wide range of data sparsity

- exploits sparsity in both feature maps and weights to
achieve higher throughput and energy efficiency

[Chen, submitted to Micro 2018]
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Eyeriss v2: Design Goals

* Supports a wide range of data reuse

Low Reuse High Reuse
—
Reduce Idle PEs Dataflow Exploits Reuse
Provide High BW NoC Exploits Reuse

Today’s Focus

[Chen, submitted to Micro 2018]
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Row-Stationary Plus (RS+) Dataflow

 Any data dimension can be mapped spatially

output channels output channels
NS ® Example: B > A
il N f Input Ch I il
m. n nn
input | Array um. ot input Lhanneis - Apray

channels ' .
many few

\/ \/

fmap
columns
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B Row-Stationary Plus (RS+) Dataflow

 Any data dimension can be mapped spatially

output channels output channels
NS E Example: B > A
il N f Input Ch I il
um. of Inpu annels
input Array P Array fmap
channels l l columns

many few

\/ \/

* Mult. data dimensions on the same PE array dimension

fmap columns
<€

A - output channels
PE ’/<—>
input | Array filter
channels D columns
v

n - RESEARCH LABORATORY
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BEl Row-Stationary Plus (RS+) Dataflow

* Minimize the number of idle PEs with very
flexible spatial mappings

« RS+ is a superset of RS - same or better
performance

-
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On-Chip Network (NoC) is the Bottleneck

Broadcast Network Unicast Networks All-to-All Networks

(Eyeriss v1 NoC)

src Src Src
dst& dstl l J5 J5 dst

High Reuse Low Reuse High Reuse
Low Bandwidth High Bandwidth High Bandwidth

Hard to Scale

-
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Mesh Network — Best of Both Worlds

Src

router Q——()s »(ip
std O O O
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Mesh Network — Best of Both Worlds

High-Bandwidth Mode
src

router(y) é O (!J
2  otd O O

SIC

router Qe—)—{)e »ép
std O O O
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Bl Mesh Network — Best of Both Worlds

High-Bandwidth Mode
src

router(y) é O (!J

2  otd O O
router Oe——)e »ép \

astd O O O src

router ’*\
dstI é E i

SIC

High-Reuse Mode
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Mesh Network — More Complicated Cases

Grouped-Multicast Mode

SIc

router

dst O O
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Bl Mesh Network — More Complicated Cases

Grouped-Multicast Mode

Interleaved-Multicast Mode

SIc

router

dst é

O

SIc

router é—»(!)

dst 6

O

9

Bandwidth-limited route
(flow control required)
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Hierarchical
Mesh Network

Flexible to support patterns ranging from
high reuse to high bandwidth scenarios

Can be easily scaled at a low cost
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B3 Hierarchical Mesh Network

SIrc
cluster

router Q

cluster

dst
cluster
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B3 Hierarchical Mesh Network

Mesh Network for inter-cluster connections

|
|
]

W N N Ny,
N O N S

7
i
|
|
|
|
i
\

o -
i A seascnanevey MITLeee
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Hierarchical Mesh Network

1
|
]

Ll R L, L
\--------—

All-to-All Network for intra-cluster connections
Complexity is contained within a cluster
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Hierarchical Mesh Network

High-Bandwidth Mode

-

!

O
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Hierarchical Mesh Network

High-Reuse Mode
from any one src «——__

_ RESEARCH LABORATORY M Y X}
I I I I I rl-e TTTTTTTTTTTTTTTTTT micro-sly-s%ms technolqg){ Ialf)oratorles
institute of

rrrrr



Hierarchical Mesh Network

Grouped-Multicast Mode

he T
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Hierarchical Mesh Network

Interleaved-Multicast Mode

!

O«

O
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Hierarchical Mesh Network

Interleaved-Multicast Mode

!

O

Can interleave more by scaling up the cluster size

|

>0

5
O

O
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Hierarchical Mesh Network

Interleaved-Multicast Mode

!

O

>0

5
O

O

\

All routes are determined at configuration time

- Routers are circuit-switched (only MUXes)
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Scaling the Hierarchical Mesh Network

Cost of the mesh network scales linearly

Cluster size can scale up depending on
tolerable cost of the all-to-all networks
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Eyeriss v2 Architecture

/) Src
GBuff I
Cluster \

dst

GBuff
Cluster

N

< Router
Cluster

/

GBuff \[

PE
Cluster

|

GBuff
Cluster

Router >
Cluster

PE
Cluster

Cluster
Router

Router

>

€
Cluster

I

PE

Cluster

|

Cluster

|

PE
Cluster
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Eyeriss v2 Architecture

11.25 kB
GBuff GBuff
Cluster Cluster
GBuff PE GBuff PE
Cluster Cluster Cluster Cluster
PE PE
Cluster Cluster

4x4 PE Array

-
RESEARCH LABORATORY IV' o000
I I I I I rLe TTTTTTTTTTTTTTTTTT microsTys%ms technology laboratories
institute of

rrrrr



Eyeriss v2 Architecture

N

N

< Router
Cluster

Router

Router >
Cluster

Router

Cluster

Cluster
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111

Simulation Results

* Throughput Comparison: Eyeriss v1 vs. v2

* Both have 256 PEs
- Eyeriss v1: 16x16 PE Array
- Eyeriss v2: 16 Clusters, each with 16 PEs

« Batch Size =1
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Throughput Comparison: AlexNet

Normalized Speedup (times)

2.57

N

—k
&)

o
o1

o

[ClEyeriss v1
Bl Eyeriss v2

LO1

LO2

LO3

LO4

70

60 |

50

40

30

20

10|

LO6 LO7 LO8
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Throughput Comparison: AlexNet

2.5 70
™ [ClEyeriss v1
O Bl Eyeriss v2 60
E 2
o 50+
3 -
8 1.5 40
S
CD 1 B 30 i
D
N 20 1
© 05"
= 10
O
< 0 0

LO1 LO2 LO3 LO4 LO5 LO6 LO7 LO8

FC layers require high BW for weights
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Throughput Comparison: MobileNet

60 -
— Depth-wise CONV Layers =E§:::§: X;
GE) 50 - High BW requirement
=) for input fmaps
o 40+
S
o)
&
Q 30 \
0P
o)
@
N
©
S
@)
Z

L,

LO1 LO2 L03 LO4 L05 LO6 LO7 L22 L23 L24 L25 L26 L27
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Throughput Comparison: Summary

Throughput Speedup of Eyeriss v2 over Eyeriss v1

256 PEs
AlexNet 17.9%
GooglLeNet 10.4x
MobileNet 15.7%
Overali 13.3%

rrrrr
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Throughput Comparison: Summary

Throughput Speedup of Eyeriss v2 over Eyeriss v1

256 PEs 1024 PEs | 16384 PEs
AlexNet 17.9% 71.5x 1086.7%
GoogLeNet 10.4x% 37.8x 448.8x
MobileNet 15.7x% 57.9x 873.0x
Overall 13.3% 50.3x 693.3x

Eyeriss v2 has over 10x throughput speedup than Eyeriss v1
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Eyeriss v2: Summary of Contributions

Flexibility

Energy Efficiency

Supports a Wide Range of Data Reuse

Minimizes number of idle PEs with the RS+ dataflow ({3 &)

Provides sufficient bandwidth and exploits data reuse with the
hierarchical mesh NoC (I3 3 (3

rrrrr
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Eyeriss v2: Summary of Contributions

Flexibility

Energy Efficiency

Supports a Wide Range of Data Reuse

Over 10x Speedup in Throughput than Eyeriss v1
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Eyeriss v2: Summary of Contributions

Flexibility

Energy Efficiency

Supports a Wide Range of Data Reuse

Over 10x Speedup in Throughput than Eyeriss v1

Supports a Wide Range of Data Sparsity

Processes both feature maps and weights in compressed format
to improve throughput and energy efficiency (I33)

Processes in raw format when sparsity is low (@)
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Eyeriss v2: Summary of Contributions

Flexibility

Energy Efficiency

Supports a Wide Range of Data Reuse

Over 10x Speedup in Throughput than Eyeriss v1

Supports a Wide Range of Data Sparsity

An additional 3.0x Speedup in Throughput
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Conclusion

- Data reuse is the key to achieving high energy efficiency.

» High PE utilization with adaptive on-chip networks is the
key to achieving high performance.

* Flexible hardware is required to deal with the diverse set
of DNNs, which is constantly evolving.

« Co-design of dataflow and hardware is critical for the
optimization of performance, energy efficiency and
flexibility for DNN accelerators.

 Achieving this balance will open up more opportunities for
Al to be applied in real-world applications.
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