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V. Saccade Onset Detection and Pipeline Automation

® Current diagnoses of neurodegenerative diseases (e.g. Alzheimer’s Goal: Find a robust eye tracking algorithm that can present clear Goal: Find a saccade onset detection method and a way to
Disease) rely on subjective questionnaires and expensive brain imaging.  saccade onsets from recordings under natural light condition. automatically detect bad saccades.

® Eye movement patterns are correlated with o n ® Starburst [2] was developed for a head-mounted IR-based system. ® Saccade onset detection can be achieved by tanh fitting.
disease progression [1]. z : I T
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Can we make these clinical measurements more accessible? 8 150 ~errors (NRMSE) can be used to reject
L Jol fitt | g - bad saccades.
We developed a pipeline to measure saccade latencies from (ii) Iris model fitting using RANSAC. o1
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smartphone cameras as an unobtrusive and quantitative method to
track disease progression.

iTracker [3] is a convolutional-neural-network (CNN)-based gaze

, , , _ By considering every trace with an NRMSE larger than a proper
estimator trained on data from iPhones/iPads at 30fps.

threshold as bad saccades, we achieved an average true-

We need 240fps to accurately measure saccade onsets " "
: : ' ositive rate of 0.95 and an average false-positive rate of 0.05.
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I1l. Pipeline for Calculation of Saccade Latency
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