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ABSTRACT

Depth sensing is used in a variety of applications that range
from augmented reality to robotics. One way to measure
depth is with a time-of-flight (TOF) camera, which obtains
depth by emitting light and measuring its round trip time.
However, for many battery powered devices, the illumination
source of the TOF camera requires a significant amount of
power and further limits its battery life. To minimize the
power required for depth sensing, we present an algorithm
that exploits the apparent motion across images collected
alongside the TOF camera to obtain a new depth map with-
out illuminating the scene. Our technique is best suited for
estimating the depth of rigid objects and obtains low latency,
640×480 depth maps at 30 frames per second on a low power
embedded platform by using block matching at a sparse set
of points and least squares minimization. We evaluated our
technique on an RGB-D dataset where it produced depth
maps with a mean relative error of 0.85% while reducing the
total power required for depth sensing by 3×.

Index Terms— time-of-flight camera, low-power, depth
estimation, RGB-D, depth map

1. INTRODUCTION

Depth sensing is used in a variety of applications. For appli-
cations that are sensitive to latency, like augmented reality or
robotics, a time-of-flight (TOF) camera is appealing because
it obtains depth with minimal computations by emitting and
measuring the round trip time of light [1]. However, many of
these applications also run on battery powered devices, and
one drawback of a TOF camera is its illumination source,
which further limits battery life. To minimize the power con-
sumption of TOF cameras, we present an algorithm that pro-
duces low latency depth maps by using images, which are rou-
tinely collected alongside the TOF camera, to estimate a new
depth map without illuminating the scene. One application
that benefits from our approach is robotic navigation, where
a robot moves in a static environment (Figure 1) and uses the
estimated depth maps for tasks that include simultaneous lo-
calization and mapping (SLAM) [2] or obstacle avoidance.
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Fig. 1: Causal Depth Estimation The TOF camera is used
to obtain the first depth map, and all subsequent depth maps
are estimated using the concurrently captured images. This
minimizes the usage of the TOF camera’s illumination source
and the total power required for depth sensing.

The idea of using image data to estimate depth has been
previously used to increase the frame rate of depth video. In
these scenarios, images are captured at higher frame rates than
depth maps, and different approaches estimate depth maps
for images without any corresponding depth. The authors of
[3, 4, 5, 6] use the block-wise correspondences between the
images without depth and those with it (from both the pre-
ceding and following frames) to identify the depth values to
average. This process is repeated for non-overlapping blocks,
resulting in a low estimation frame rate. In contrast, our tech-
nique is causal and uses only a previously measured depth
map along with the image data to obtain a new depth map.
We also assume that objects in the scene are rigid, and we
exploit this assumption to produce depth maps in real time,
or 30 frames per second (FPS), on a low power embedded
platform, which has limited compute resources.

Our contribution is an algorithm for depth estimation that

1. Reduces the total power required for depth sensing in
TOF cameras

2. Is causal and has low latency
3. Produces dense depth maps in real time (30 FPS)

2. DEPTH MAP ESTIMATION

Our approach takes as inputs a pair of consecutive images
and a previous depth map that is synchronized with the first
image. The algorithm then outputs a new depth map that cor-
responds to the second image. While our approach can be
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Fig. 2: Depth Estimation Pipeline Our algorithm estimates
the camera motion using optical flow and uses the camera mo-
tion estimate to obtain a new depth map.

used to estimate the depth for any rigid object, we focus on
the scenario shown in Figure 1, where the difference between
depth maps is caused by the camera motion. Figure 2 depicts
the pipeline of our technique. Our approach for depth map
estimation is inspired by [7], which estimates camera motion
up to a scale factor. However, our work is different because it
uses the previously measured depth map to estimate the actual
camera motion and then obtains a new depth map.

2.1. Optical Flow Estimation

Optical flow is the apparent motion of the pixels across im-
ages. There are several approaches to estimate optical flow.
However, many of these algorithms are computationally ex-
pensive [8] and are unsuitable for low power embedded plat-
forms, which have limited compute resources.

With complexity in mind, we used block matching to es-
timate optical flow. Block matching algorithms estimate the
optical flow for a pixel by taking a block centered on that pixel
and searching the consecutive image to find the best matching
block according to some criterion. In our implementation, we
performed block matching using 16×16 blocks and searched
a 48 × 48 region centered on each block in the consecutive
image to find the matching block that maximized the normal-
ized correlation score. Our algorithm only requires optical
flow at a sparse set of points, and consequently, we use block
matching for pixels separated by a stride of 80 pixels. For
640× 480 images, this means that our algorithm uses at most
48 optical flow estimates to obtain a dense depth map, which
enables our implementation to run in real time.

2.2. Camera Motion Estimation

To estimate the camera motion, we invert a model that relates
how 3D objects in the scene are captured in a 2D image. We
assume that objects in the scene are captured onto the pixels
of an image under perspective projection. We orient the cam-
era’s coordinate system such that its origin is at the center of
projection, its Z-axis is parallel to the optical axis, and the
X and Y axes are parallel to that of the image plane. This
assumption makes the Z-coordinate of each point equal to its
distance from the camera, which is approximately measured

by the TOF camera.
Under these assumptions, a point in the scene located at

(Xi, Yi, Zi) is projected to the ith pixel located at (xi, yi) in
the image such that
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where f is the focal length. As the camera moves, the objects
are projected onto different pixel locations in a new image that
depend on both the camera motion and the objects’ distances
from the camera. This can be seen by differentiating Eq. (1)
with respect to time and rearranging the terms to obtain the
following relationship
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which relates the optical flow of the ith pixel, which is denoted
by ui and vi, to the motion of its corresponding 3D point,
which is represented by Ẋi, Ẏi, and Żi.

Given the inputs to our algorithm, we can compute Xi,
Yi, and Zi for each pixel in the first image. Using Ẋi, Ẏi,
and Żi, we can then compute the 3D coordinates of the points
that correspond to the pixels in the second image and obtain
the new depth map. However, without any further assump-
tions, the task of estimating Ẋi, Ẏi, and Żi for each pixel is
underdetermined. Here, we use the fact that only the camera
is moving and treat the scene as a rigid body. Each 3D point
then moves relative to the camera with a velocity given byẊi
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where t and ω are the translational and angular velocities of
the camera in 3D space, respectively. Combining Eq. (2) and
Eq. (3), we have the following constraints between the optical
flow and camera motion for each pixel in the image
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To solve for t and ω, we use least-squares minimization to
minimize the objective function

J(t,ω) =

N∑
i=1

(ui − ûi(t,ω))
2
+ (vi − v̂i(t,ω))

2 (6)

where N is the number of pixels where the optical flow is
known.



2.2.1. Outlier Rejection

Given the limited compute resources on low power embedded
platforms, our algorithm uses block matching to estimate op-
tical flow. These optical flow vectors are susceptible to errors
when there is obstruction between images, when the pixels in
a block have different displacements, and when there is am-
biguity as to the best match. As such, there is a need to reject
these outliers before we estimate t and ω. To do so, we first
eliminate the estimates that are obtained from blocks with low
normalized correlation scores. We empirically found that 0.5
was a sufficient threshold. We then used RANSAC [9] to ro-
bustly estimate t and ω. In our implementation, we found
that 100 RANSAC iterations was sufficient to obtain accurate
depth maps.

2.3. Depth Map Reprojection

After t and ω are estimated, we reproject the previous depth
map to obtain a new one. To do this, we first obtain the 3D
coordinates for each point in the previous depth map using
Eq. (1). Then, we find the new coordinate of each point by
applying its displacement, which is computed using Eq. (3).
Finally, to obtain the new depth map, we reproject the Z-
component of each point to a new pixel location obtained
using Eq. (1). For points that reproject onto the same pixel
position, we choose the smallest value of Z. This approach
may introduce holes into the estimated depth map, and ap-
proaches like median filtering can be used to fill them in. In
our implementation, we skipped this post-processing step be-
cause these holes were negligible and the infilling algorithms
substantially reduced our estimation frame rate.

3. ALGORITHM EVALUATION

3.1. Test Setup

We evaluated our approach on sequences from the TUM
RGB-D dataset [10], which contains images and depth maps
captured for various camera trajectories in static scenes. Be-
cause the images and depth maps are not synchronized, we
associated the images with depth maps by finding the clos-
est match in terms of their timestamps. We used the default
intrinsic parameters to obtain the focal length and principal
point. To evaluate our approach, we estimated the depth maps
sequentially for the first five frames of each sequence. We
used the first measured depth map to predict the second depth
map. For all subsequent frames, we used the estimated depth
maps instead of what was measured.

We quantified the performance of our algorithm by com-
puting the mean relative error (MRE) between our estimated
depth map and what was measured in the dataset for overlap-
ping pixels. The MRE weighs depth errors at distances close
to the TOF camera more than the same depth errors at fur-
ther distances and is a common metric used to evaluate depth

Depth Frame
Sequence 2 3 4 5

freiburg1 360 0.51 0.50 0.72 0.81
freiburg1 desk 0.98 1.53 5.61 11.80
freiburg1 floor 0.33 0.50 0.51 0.36
freiburg1 room 0.62 0.84 0.86 1.09
freiburg1 xyz 1.01 1.69 1.22 1.09

Mean 0.69 1.01 1.78 3.03
Median 0.62 0.84 0.86 1.09

Table 1: Mean MRE Each cell is obtained by averaging the
results of 100 experiments. The shaded cells are instances
of when our algorithm fails. However, these cases can be
detected by our approach and used to trigger the TOF camera
to obtain a new depth map.

estimates [11, 12]. We present the MRE in percentage form

MRE = 100 · 1
N

N∑
i=1

|Ẑi − Zi|
Zi

(7)

where Ẑi and Zi are the estimated and ground truth depth for
the ith pixel, respectively.

3.2. Results

Table 1 summarizes the MRE for each sequence. Since
RANSAC is nondeterministic, we averaged the MRE from
100 experiments for each cell. An example of an estimated
depth map is shown in Figure 3. In this example, we see the
holes, which cluster as curved lines, in the estimated depth
map. These areas are insignificant compared to the regions
(e.g. monitor screen) where depth was not measured in this
dataset and are consequently unavailable in the reprojected
depth map.

The shaded cells in Table 1 are examples of when the
depth map estimation algorithm fails. For these frames, the
search region of the block matching algorithm was too small
to capture the underlying camera motion. Because we se-
quentially estimated the depth maps, this error then propa-
gates to the fifth frame. A natural solution to this problem is to
increase the search region size, but this increases the compu-
tation for block matching and decreases the estimation frame
rate. Fortunately, this scenario can be detected by using the
number of inliers identified by RANSAC to trigger the illu-
mination source to obtain a reliable depth map. As a result
of this sequence, we provide both the mean and median MRE
across all sequences. Overall, the median MRE across all se-
quences and frames is 0.85%.
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Fig. 3: freiburg1 room The estimated depth map is shown
for the second frame of this sequence.
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Fig. 4: Method Comparison Median MRE across sequences
for different approaches described in Section 3.3.

3.3. Discussion

3.3.1. RANSAC Decreases the MRE of Estimated Depth Map

To obtain accurate depth maps, our technique rejects spuri-
ous optical flow estimates obtained by block matching using
thresholds and RANSAC. To demonstrate that this combi-
nation reduces the MRE, we compare it to the cases where
all of the optical flow estimates are used (All) and where
only a threshold is applied to select optical flow estimates
from blocks that have high normalized correlation scores
(Threshold). As one would expect, both our technique and
Threshold outperforms All. Our technique outperforms
Threshold because a high normalized correlation score does
not guarantee that the optical flow estimate is correct. For
example, optical flow is difficult to estimate in regions with
uniform brightness despite the normalized correlations scores
being high. In our approach, RANSAC eliminates these
outliers.

3.3.2. Algorithm Compensates For Camera Motion

To compare how our technique compensates for camera mo-
tion, we compare it to the case where the first depth map
is copied and used to predict all subsequent frames (Copy).
Copy has low latency and can be effective when the camera
motion is slow and the difference between consecutive im-
age frames is minimal. Figure 4 shows that this is not the
case for these sequences and shows that our algorithm com-
pensates for nontrivial camera motion as the gap between our
technique and Copy grows with time.

4. POWER CONSUMPTION IN PLATFORM

Optical Flow Estimation
Camera Motion Estimation
Depth Map Reprojection

Fig. 5: Computation Time
Breakdown
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Fig. 6: MRE vs Estimated
System Power

We implemented our algorithm on the ODROID-XU3
board, which has an Exynos 5422 processor [13]. Our imple-
mentation uses the Cortex-A7 cores and outputs 640 × 480
depth maps at 30 FPS. As shown in Figure 5, Camera Mo-
tion Estimation is efficient and, even with 100 RANSAC
iterations, constitutes only 4% of the computation time. Fur-
thermore, if only odometry is required, our algorithm runs at
96 FPS. Our implementation consumes a total of 678 mW, of
which 226 mW is the idle power. In contrast, the illumination
source of TOF cameras consumes 2-5 W [14, 15].

Using this measurement, we estimate the power of a hy-
brid TOF camera system, where we reduce the frequency of
the TOF camera usage and obtain depth using our technique.
Because digital cameras are often found on depth sensing de-
vices and images are routinely captured for other purposes,
we do not factor in their energy costs. As previously shown,
reducing the frequency of the TOF camera usage also reduces
the accuracy of the estimated depth map. We show this trade-
off in Figure 6 where we plot the median MRE against the
estimated system power, where each point represents differ-
ent frequencies of the TOF camera usage. Here, we see that
we can reduce the total power required for depth sensing by
3× while maintaining a median MRE of 0.85%.

5. CONCLUSION

We present an algorithm that reduces the power of TOF imag-
ing by using images to estimate a new depth map without
illuminating the scene. Our algorithm is computationally effi-
cient and causal, enabling dense depth map estimation in real
time on a low power embedded platform. When evaluated on
an RGB-D dataset, our algorithm produced depth maps with
a median MRE of 0.85% while reducing the total power re-
quired for depth sensing by 3×.
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